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this break-out session has been generated with 
the help of chatGPT 4 and 4o



• Welcome and brief overview of break-out session objectives


• Importance of ethics in research


• Introduction to Large Language Models (LLMs) and their 
significance in life sciences

Introduction
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Google is a librarian 
GPT is the one who read all the books



How LLMs work
after pre-training



Q & A in natural language
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Q & A session
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Q & A + additional knowledge

?
!

chatGPT



API access
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GPT server



AI modules

GPT server



AI modules

GPT server



• Language guided analysis


• Generate code for scripted data analyses (reproducible!)


• Support coding


• Providing access to complex methods 


• Assist results interpretation


• Generating insights and hypotheses

Supporting data analysis
Applications of LLMs in Research

















• Drafting / structuring content


• Improving language and clarity


• Generating abstracts and summaries

Manuscript writing
Applications of LLMs in Research





• Assistance in proposal writing


• Enhancing persuasive language


• Formatting and compliance checks

Grant application drafting
Applications of LLMs in Research



• Summarizing existing research


• Identifying key studies and gaps

Conducting literature reviews
Applications of LLMs in Research





• Question - answer sessions with model or prompt-based 
knowledge


• Further training or familiarization with new fields of research

Interaction with knowledge
Applications of LLMs in Research





• Assistance in creating teaching outlines


• Assistance in creating teaching content


• Assistance in creating examination questions


• complete courses


• Replace in-person teaching with chatBot-based teaching

Teaching
Applications of LLMs in Research





Applications of LLMs in Research
Image interpretation and creation



Applications of LLMs in Research
Image interpretation and creation



• Efficiency and time-saving


• Interactive access to a vast knowledge base, like talking to an expert


• lowers the barriers to familiarizing yourself with a new field or 
expanding your own expertise


• Improved accessibility for non-native English speakers


• Consistency and standardization of outputs


• Relatively unbiased assessment of knowledge


• Enhanced creativity and idea generation (not sure I agree, chatCPT)

Benefits of LLMs in Research



The Perfect Wingman

chatGPT Me



The scientific process
Assistance or complete takeover by LLM

Observation

Research

Hypothesis

Experimental Design

Data Collection

Analysis

Conclusion

Publication

Replication

Impossible

Less likely

Likely

Highly likely

Certain



• Potential for errors and misinterpretation


• Transparency with respect to training data


• Moderation


• Hallucination

Accuracy of AI-generated content
Challenges and Risks

chatGPT





• Originality and authorship issues


• Plagiarism, eg:


• unintentional plagiarism in academic writing


• journal article retraction due to AI-assisted plagiarism


• grant proposal plagiarism detected by funding agency

Intellectual property concerns
Challenges and Risks





• Bias in AI-generated outputs


• Privacy and data security concerns

Ethical dilemmas
Challenges and Risks



https://www.wired.com/story/how-to-stop-your-data-from-being-used-to-train-ai/#:~:text=If you have an account,turn off Chat History & 
Training.



• Transparency and disclosure


• Accountability and oversight

Ethical guidelines for AI use in research

Impact on Responsible Research Practices



• Critical evaluation of AI outputs


• Ensuring human oversight and intervention

(Current) best practices for integrating LLMs

Impact on Responsible Research Practices



• Strategies to prevent misuse

Mitigating negative outcomes

Impact on Responsible Research Practices



• In view of its considerable opportunities and development 
potential, the use of generative models in the context of research 
work should by no means be ruled out.


• When making their results publicly available, researchers should, in 
the spirit of research integrity, disclose whether or not they have 
used generative models, and if so, which ones, for what purpose 
and to what extent.


• In decision-making processes, the use of generative models in/for 
proposals submitted to the DFG is currently assessed to be 
neither positive nor negative.


• The use of generative models in the preparation of reviews is 
inadmissible due to the confidentiality of the assessment process. 
Documents provided for review are confidential and in particular 
may not be used as input for generative models.

https://www.dfg.de/resource/blob/289676/89c03e7a7a8a024093602995974832f9/230921-statement-
executive-committee-ki-ai-data.pdf

DFG guidelines Sept 2023





• First, no LLM tool will be accepted as a credited author on a 
research paper. That is because any attribution of authorship 
carries with it accountability for the work, and AI tools cannot 
take such responsibility.


• Second, researchers using LLM tools should document this use 
in the methods or acknowledgements sections. If a paper does 
not include these sections, the introduction or another 
appropriate section can be used to document the use of the 
LLM.

https://www.nature.com/articles/d41586-023-00191-1
Springer Nature journals principles



• Dependence and Complacency


• Decline in critical thinking and analytical skill


• Increased use of AI could result in complacency, where 
researchers might trust AI outputs without adequate validation


• Quality and Reliability of Outputs:  
Propagation of Errors: Training -> Model -> Output -> Training


• Impact on Collaboration: LLMs can reduce opportunities for 
collaboration and discussion among researchers, which are vital for 
innovation and the cross-pollination of ideas


• Changes in Research Dynamics: The integration of LLMs might shift 
the focus from collaborative research to more individual-centric 
approaches, as AI tools can handle many tasks that traditionally 
required teamwork

Other concerns



Discussion and Q&A



• Recap of key points discussed


• Future outlook on AI and ethics in research


• Final thoughts and closing remarks

Conclusion


